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Abstract

We- consider-- the random access problem in the presence of

hard limitations on the per packet waiting and access time. We P "

describe and analyze a class of random access algorithms in this

case, where the limit Poisson user model is adopted. For two

specific algorithms in the class, we present quantitative results

regarding output rate, delays, and proportion of rejected

packets.
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1. Introduction

We-eenside -a packet network with independent and identical

users and a common transmission channel. _We require-,that the

channel time be slotted, and that transmissions be then

synchronous (each packet transmission may only start at the

beginning of some slot). At the end of each slot a feedback is

received. The feedback is common to all users, and contains
ft.

information about the activity of the channel in the current

slot.

It is assumed that if more than one packets are

simultaneously transmitted during the same slot, a collision event

occurs, and that the information in the transmitted packets is

lost. A prespecified algorithm, performed independently by

each user, is used to schedule the retransmission of collided

packets in future slots. The feedback information provided by

the channel is basic for the operation of the algorithm. The

additional main assumption here is the existence of a limit on
'fti

the waiting times per user. This limitation may be imposed

by the network hardware, or may represent user impatience. An

important performance measure in this case is the proportion of

users that transmit their packets successfully. An additional

performance measure is the delay of the successfully transmitted

packets.

In this paper, we describe a class of Random Access

Algorithms (RAA's), when a specific time limitation is imposed.
0*"
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A method for the analysis of those algorithms is presented. The

method is used to provide numerical results for specific

algorithms in the class.

2. The Class of Algorithms

The algorithms require full feedback sensing in their

operation; that is, each user knows the overall channel history

at all times. Let us assume that at some time instant t, the

packets that were generated within the interval (Ot 1 1; tl<t, have

been either successfully transmitted or denied service, and there

is no information concerning the interval (tl,t1. In this case,

the interval (O,t I ] is called a "resolved interval". Then

there is a constant B, such that the RAA allows all the

arrivals in the interval (t 2 ,t 3] to transmit in slot t, where

t = max(t-B,t I) and t2 < t3  t (see Figure 1). The arrivals

in the interval (tI t2] are aborted. The interval (t21 t] is

called the "lag at t". The alaorithms in the class are such that

if there are 0 or 1 packets in the examined interval, then one

slot is needed for its resolution. If the interval (t2,t3 ]

contains more than one packets, then a collision occurs in slot

t; its resolution starts with slot t+l, and only arrivals in

(t2 ,t3] are allowed transmission during this collision resolution

interval. Using the feedback information, each user in the

system can determine the specific instant t!, when all the

initially collided packets are successfully transmitted. There

exists, however, a constant C, such that packets that were

involved in the initial collision and have not been successfully



a 3

transmitted within C slots, are aborted; a collision resolution

interval has thus maximum length equal to C slots. The parameters

B and C represent time constraints. B represents a limit on the

waiting per packet time, and C represents a limit on the access

per packet time. B=- and C=- represent the absence of such time

constraints.

The class of algorithms we consider includes both nondynamic f.

and dynamic RAA's. Specifically, if t3=t (i.e. the whole

unexamined interval is transmitted), the algorithm is called

nondynamic. If on the other hand the length of the transmitted

interval is not allowed to exceed a given number A, the

algorithm is called dynamic. The algorithms in the class are

also synchronous (slotted channel).

3. User Model

The method of analysis presented in section 4 applies to

the following user models:

1. The overall number of packet arrivals per slot is

generated by an i.i.d. process.

2. The number of users in the system is finite, they are

identical and independent, and the packet generating

process per user is i.i.d., with mean X packets/slot.

Each user possesses a buffer, where he stores his

nontransmitted packets on the first-come first-serve

basis. The earliest stored arrival lies on the head

of the buffer queue, and is called the head packet in the

queue.

W. .
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An interesting case of model 1 corresponds to exponential

i.i.d. interarrival packet times. Model 2 has been also

considered in [2], where in the absence of waiting and access

time constraints, throuahput-one random-access algorithms are

then proposed and analyzed.

4. Analysis

Consider one of the algorithms in the class (given some RAA

as in section 2). Let the system start operating at time zero,

and let us consider the sequence (in time) of lags that are

generally induced by the algorithm. Let Ci denote the length of

the i-th lag, where i>l. Then, the first lag corresponds to

the empty slot zero; thus, CI=1. In addition, the sequence

{Ci ; l<i<} is a countable Markov chain. Let Dn denote the

delay experienced by the n-th successfully transmitted packet

arrival, as induced by the algorithm; that is, the time between

the arrival of the packet 'nd its successful transmission. Let

the sequence {Ti}i> 1 be defined as follows: Each Ti corresponds ,.

to the beginning of some slot, and TI=1. In addition, each T.

-corresponds to the ending point of a length-one lag. Ti+ 1 is

then the ending point of the first after T. unity length lag.
1

Let Rif i>0 and Fi i>0 denote respectively the number of

successfully transmitted packets and the number of aborted
p-I. _ ,.

packets in the time interval (0,Ti+l]. Then, A. R R -i
i 1 1 11

i>l and G. = F. - F. i>l denote respectively the number of
-1 1 i l

successfully transmitted and the number of aborted packets in the

interval (Ti . Ti+l, where R0  0 = 0. The sequences {Ai}i 1

40 0'
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and {Gi}i>l are clearly sequences of i.i.d. random variables;

thus [Rii>0 and {F ii> 0 are renewal processes. In addition,

the delay process {Dn} n>l induced by the algorithm is regenerative

with respect to the process {Ri i>O' and the distribution of

A i is nonperiodic.

Let us define,

.A E{A I } , W EtA_ Vi} , H = E{T 2-TI} (1)

It can be seen that the Markov chain {Ci} is ergodic. In
1

fact, for either nondynamic or dynamic with rational A PAA's,

{Ci } is a finite Markov chain. From the regenerative arguments

[31, it follows that the rate, p, by which packets are successfully

transmitted, and the expected steady-state delay, D, per

successfully transmitted packet are respectively given by the

following expressions:

U P = AH- l  (2)

D WA (3)

Towards the computation of the expected values A, H, and W,

let us consider some algorithm in the class, and let us then

define the following quantities (see Figure 1), where t2 and

t3 and t are as in section 2:

d : Number of packet arrivals in [t2 ,t3), that are

V. successfully transmitted (not aborted) during the

collision resolution process, given that t3-t2 = d.

z Sum of the delays of the id packets, after time t.

6-* ]
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Od : Sum of the delays of the iid packets, until the instant

t3'

t d : The number of slots needed to examine an interval of

length d. Note that d < C.

E{Xlu} Conditional exlectation of the random variable X,

given that the length of the initially transmitted,
interval is u.

hd  The number of slots needed to return to lao equal to

one, when startina from a collision resolution instant

with lag d.

Wd: The cumulative delay experienced by all the packets

that were successfully transmitted (not aborted)

during the hd slots.

a d  The number of packets that are successfully transmitted

within the interval that corresponds to hd.

P(tld) Given that the interval to be examined has length

U d, the probability that the corresponding collision

resolution interval has length 1.

Hd = E{hd}
H d

Wd = E{wd} (4)

Ad = E{ctd}

We note that the quantities in (2), (3), and (4) are such

that, A=A 1, H=H1 , and W=W1 . Denoting by xd either one of the

random variables hd , Wd, ad, the operations of any RAA in the

class induce the following relationships.

4%
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Xd + Xmir(.,B) 
; >l

_ d =

Xd =d +)Xmin(dA+f,B) ; d>A

where for nondynamic alaorithms, A=-, and where,

min(A,d) ; for the r.v. hd .,

d= 'min(Ad) + Z min(A, d) + max(d-A,O)Pi ; (6)

6-

for the r.v. wd

n min(A,d) for the r.v. a d

Taking expectations in (5), and denoting X = E{Xd we

U obtain:

C .

X d =E{3 d + E X in(ZB) P(t~d) ;d <A

t=2 (7)
4....

C

Xd = E{ed} + I Xin(d_+,B) P(IA) ; A < d < B

:..,
where 1 < d < B, and where d takes at most denumerable

values in [1,B]. Given some specific algorithm in the class,

the quantities E{ed } and P(Zld) can be computed. Those computations
ci

can be cumbersome, however, especially for finite C va'ues.
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Note that if A is rational, then the system in (7) is a finite

system. Moreover, if A is an integer, then d can take only

integer values in [1,B].,4.

P 5. Performance Evaluation of Specific Algorithms in the Class

In this section we study the performance characteristics of

S: specific algorithms, which belong to the class described in

section 2. In particular the RAA's used are the Capetanakis

protocol (CCRA) and the Massey-Capetanakis protocol (MCCRA),

both in their dynamic form. We considered the operation of those

algorithms in the presence of a Poisson input process, with

paramter X.

In the computations, we assumed C=-. This is mainly done

Mfor computational convenience. However, the choice C='

approximates quite accurately the case where C is large enough
p

and the initial arrival interval A is not very long. In tables

1,2,3,4, and 5, we includeexpected delays of the successfully

transmitted packets as well as the output traffic rate and the

proportion of rejected packets, for various values of the

parameters X, A, and B.

Given constraints on the proportion of rejected packets

and the maximum expected delay of the successfully transmitted

packets, it is of interest to select the parameters A and B in

a way that the input traffic rate is maximized. Specifically,

given constants el, e2, and the parameters A and B, we define,

(AB) = : < el D e2  (8)
, - .2:. ei' e -- .
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Given el,e 2, we then wish to find the rate:

e. = sup 1  (A,B) (9):e'2 A,B el,e 2

Given e1 and e2, and either the CCRA or the MCCRA protocols,

approximate values of X can be extracted from tables 1 to 5.. el,e 2  -

For example, for the CCRA and el=0.05, e2 =4, an approximate

optimal (A,B) choice corresponds to A=2 and B=5. Then,

A0.05,4 A 0.05,4(2,5) = 0.31, and D=3.2. For the CCRA and

e1 =0.1, e2 =20, the approximate optimal (A,B) choice corresponds

to A=2 and B=20, which give, 0 .1 2 0 (2,20)=0.47 and
0.1,20 012

D=19. Similar choices can be made for the MCCRA protocol.

Next, we examine the case when C takes small values. In

the computation we assumed C=5. In table 6 we include the

average delay of the successfully transmitted packet as well as

the probability of rejection for various values of the parameters
! X,B.

6. Conclusion

We presented a framework for the analysis of a class of

algorithms, subject to strict limitations on the waiting times.

For specific requirements on the acceptable rejection rates and

on the average waiting times, the analysis provides a methodology

for the determination of those alaorithmic parameters which maximize

the acceptable input rate. The limitations on the waiting times

hconsidered in this paper mainly correspond to hardware restrictions.

It is interesting to study the behavior of the algorithms when

the acceptable per user waiting time is a random variable. The

0latter is a better representation of user impatience.
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